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Abstract

In this work, we focus on large graph similarity computation problem and propose a novel “embedding-coarsening-matching” learning framework, which outperforms state-of-the-art methods in this task and has significant improvement in time efficiency. Graph similarity computation for metrics such as Graph Edit Distance (GED) is typically NP-hard, and existing heuristics-based algorithms usually achieves an unsatisfactory trade-off between accuracy and efficiency. Recently the development of deep learning techniques provides a promising solution for this problem by a data-driven approach which trains a network to encode graphs to their own feature vectors and computes similarity based on feature vectors. These deep-learning methods can be classified to two categories, embedding models and matching models. Embedding models such as GCN-M\textsuperscript{AX} and GCN-M\textsuperscript{AX}, which directly map graphs to respective feature vectors, run faster but the performance is usually poor due to the lack of interactions across graphs. Matching models such as GMN, whose encoding process involves interaction across the two graphs, are more accurate but interaction between whole graphs brings a significant increase in time consumption (at least quadratic time complexity over number of nodes). Inspired by large biological molecular identification where the whole molecule is first mapped to functional groups and then identified based on these functional groups, our “embedding-coarsening-matching” learning framework first embeds and coarsens large graphs to coarsened graphs with denser local topology and then matching mechanism is deployed on the coarsened graphs for the final similarity scores. Detailed experiments on both synthetic and real datasets have been conducted and the results demonstrate the efficiency and effectiveness of our proposed framework in both similarity regression and classification tasks.

Introduction

With flexible representative abilities, graphs have a broad range of applications in various fields, including social network study, computational chemistry (Gilmer et al. 2017), and biomedical image analysis (Ktena et al. 2017). Recently, especially with the development of deep learning techniques, there aroused surging interests on graph-related problems. Here in this paper, we focus on large graph similarity prediction problem, which is one of the fundamental challenges and appears in various world applications including biological molecular similarity search (Kriegel, Pfeifle, and Schönauer 2004)(Tian et al. 2007) and social group network similarity identification(Steinhaeuser and Chawla 2008)(Ogaard et al. 2013).

Traditionally, there are various evaluation metrics including Graph Similarity Computation problem (Sanfeliu and Fu 1983) developed for graph similarity computation problem. Existing algorithms for these metrics can be divided into two classes. The first one includes algorithms like (Riesen, Emmenegger, and Bunke 2013) and (McCreeh, Prosser, and Trimble 2017) that calculate the exact values. While the exact similarity scores for sure help us better understand the relationship between graphs, it is indeed an NP-hard problem and requires exponential time complexity in the worst case. The second class, which includes algorithms such as (Neuhaus, Riesen, and Bunke 2006), (Jonker and Volgenant 1987), (Fankhauser, Riesen, and Bunke 2011), (Kuhn 1955) and (Riesen and Bunke 2009), only computes the approximate values and saves time in return. However, these algorithms still run with polynomial or even sub-exponential time complexity.

To date, graph neural networks (GNNs) have been proved to be a potential data-driven solution for graph-related tasks with relatively high accuracy and far lower time cost in inference. Many graph convolution layers, such as Graph Convolution Network (GCN) (Defferrard, Bresson, and Vandergheynst 2016), Edge Convolution Network (EDGECONV) (Wang et al. 2019) and Graph Isomorphism Network (GIN) (Xu et al. 2018), are proposed and demonstrated powerful in embedding node features with original labels and local topology. Also, as the structure of graph is quite different from that of image, advanced pooling techniques to downsample the graphs are developed, including TOPPOOLING (Gao and Ji 2019), SAGPOOL (Lee, Lee, and Kang 2019) and MEMPOOL (Khasahmadi et al. 2020).

When we talk about graph similarity learning problem, there always involves two stages: (1) embedding, which maps each graph to its representation feature vector and...
IERARCHICALLY first category, exemplified by H, different methods in first stage, as illustrated in fig. 1. The lemma can be clearly classified into two categories with the learning techniques for graph similarity computation problem based on these feature vectors. Existing deep making similar graph close in that feature space (2) similarity search as an example where we have CoSiM-GNN, i.e., Coarsening-based Similarity Computation via Graph Neural Networks. As illustrated in fig. 2, graph embedding layers and pooling layers are first applied to encode and coarsen the graphs and then matching mechanism is deployed on the coarsened graph pair to compute similarity between graphs.

In the first two stages of our model, there is no interaction across graphs so this part can be finished in advance in inference time or similarity search problem in order to save time. Meanwhile the intra-attention brought by coarsening and inter-attention introduced in matching part guarantee the performance, which is even better than to directly apply the matching models.

Many existing pooling methods can be incorporated in our framework and achieve relatively good performance. However, we notice that these state-of-the-art pooling mechanisms always involve a process of generating centroids for pooling but the generation process of centroids never rely on the input graphs, which does not make sense intuitively because the centroids for different graph should be different. Thus we propose a novel pooling layer ADAPTIVE POOLING. The generation process of centroids in ADAPTIVE POOLING is input-related and still keep the property of permutation invariance, leading to better performance than state-of-the-art pooling techniques. We highlight our main contributions as follows:

- We propose a novel framework, which first hierarchically encodes and coarsens graphs and then deploys matching mechanism on the coarsened graph pairs, to address the challenging problem of similarity computation between large graphs.

- We propose a novel pooling layer ADAPTIVE POOLING. The generation of centroids in this layer is based on the input graph, which leads to better performance while maintaining permutation invariance.

- Our framework shows significant improvement in time complexity as compared to matching models and outperforms matching models (thus far better than embedding models) on both similarity regression and classification problems.

- We conduct extensive experiments on both real graph datasets and synthetic datasets consisted of large graphs, which will be detailed in Section 4 to demonstrate the scalability, effectiveness and efficiency of our proposed framework.

- Our framework is able to learn from graph pairs with relatively small number of nodes (approximate 100) and then be deployed to infer similarity between very large graphs with thousands of nodes.

**Proposed Framework**

In order to reduce the high time consumption brought by interaction across whole large graphs and take the advantage of the combination of intra- and inter- attention mechanism, we propose our novel CoSiM-GNN framework, as shown
in Figure 2. In this section, we respectively introduce how each stage works in details. We use bold font for matrices and tilt font for function in this section. The right superscript of a matrix stands for graph number indicator and the right subscript stands for the stage of the matrix. For example, $X^{(1)}_{in}$ means the node feature matrix for the first input graph and $A^{(2)}_{encode}$ means the adjacency matrices for the second graph after encoding.

Starting with two input node sets denoted as $X^{(1)}_{in} \in \mathbb{R}^{n_{in}^{(1)} \times d_{in}^{(1)}}$ and $X^{(2)}_{in} \in \mathbb{R}^{n_{in}^{(2)} \times d_{in}^{(2)}}$ as well as the adjacency matrix $A^{(1)}_{in} \in \mathbb{R}^{n_{in}^{(1)} \times n_{in}^{(1)}}$ and $A^{(2)}_{in} \in \mathbb{R}^{n_{in}^{(2)} \times n_{in}^{(2)}}$, we in each part first give the overall equation on how the stage works and then make detailed explanations on the overall equation.

### Encoding

In the first stage, we employ $k$ encoding layers ($F_1, F_2, \ldots, F_k$) on the two input graphs respectively for embedding feature of nodes and transform the feature dimension of nodes to $d_{encode}$, just as shown in (1) below:

$$
X^{(i)}_{encode}, A^{(i)}_{encode} = F_k(F_{k-1}(\ldots F_1(X^{(i)}_{in}, A^{(i)}_{in}))) \quad (1)
$$

where $i = 1, 2$, $X^{(i)}_{encode} \in \mathbb{R}^{n_{in}^{(i)} \times d_{encode}}$, $A^{(i)}_{encode} \in \mathbb{R}^{n_{in}^{(i)} \times n_{in}^{(i)}}$. (2) shows that $F_j$ ($j = 1, 2, \ldots, k$) is consisted of a graph convolution layer $GC$, a non-linear activation $\sigma$ and a batchnorm layer $bn$.

$$
F(X, A) = bn(\sigma(GC(X, A))) \quad (2)
$$

We use ReLU for $\sigma$ here and graph embedding layers $GC$ can be GCN (Defferrard, Bresson, and Vandergheynst 2016), GAT(Veličković et al. 2017) or GIN (Xu et al. 2018).

### Coarsening

What this stage does is to pool the encoded graphs, $X^{(i)}_{encode}$ and $A^{(i)}_{encode}$, to coarsened graphs, $X^{(i)}_{pool} \in \mathbb{R}^{n_{pool} \times d_{pool}}$ and $A^{(i)}_{pool} \in \mathbb{R}^{n_{pool} \times n_{pool}}$. The overall transformation is shown in equation 3, where $\sigma$ is a non-linear activation function, $W \in \mathbb{R}^{d_{encode} \times d_{pool}}$ is a trainable parameter matrix standing for a linear transformation and $C^{(i)} \in \mathbb{R}^{n_{pool} \times n_{in}^{(i)}}$ is an assignment matrix representing a projection from the original node number to pooled node number. As $C^{(i)}$ assigns weights for nodes in the input graph to nodes in the coarsened graph, it indeed stands for an intra-attention mechanism.

$$
X^{(i)}_{pool} = \sigma(C^{(i)} X^{(i)}_{encode} W) \\
A^{(i)}_{pool} = \sigma(C^{(i)} A^{(i)}_{encode} (C^{(i)})^T) \quad (3)
$$

Different approaches are adopted to compute the assignment matrix $C^{(i)}$ in different pooling layers and when we look at one of the most representative pooling layer so far, MEMPOOL (Khasahmadi et al. 2020), we notice that it generates memory heads, which stands for the new centroids in the space of pooled graphs, without involvement of the input graph. However, intuitively, the new centroids for different graphs should be different. Thus here we propose a new method: ADAPTIVE POOLING, to calculate $C$. We first generate $h$ batches of centroids $K^{(i)} \in \mathbb{R}^{h \times n_{pool} \times d_{encode}}$ based on the encoded graph (permutation invariance remains) and then compute and aggregate the relationship between every batch of centroids and the encoded graph, leading to the final assignment matrix $C$. Detailed ablation study about pooling layer is conducted in Section 4, which demonstrates the effectiveness of ADAPTIVE POOLING.

As shown in equation 4, an average aggregation $F_{avg}$ over the encoded graph is deployed, transforming $X^{(i)}_{encode} \in \mathbb{R}^{n_{in} \times d_{encode}}$ to $X^{(i)}_{avg} \in \mathbb{R}^{1 \times d_{encode}}$. Then an Multiple Layer Perceptron (MLP) is applied to map $X^{(i)}_{avg}$ to $K \in \mathbb{R}^{(h \times n_{pool}) \times d_{encode}}$, after which $K$ is reshaped to $\mathbb{R}^{h \times n_{pool} \times d_{encode}}$. Note that the generation of batches of centroids here is dependent on the encoded graph (input of this layer), which makes sense because centroids for different input graphs in training and testing set should be different. Besides, due to the mean aggregation we apply here, we keep the property of permutation invariance in our proposed pooling method, one of the most important properties for graph-related deep learning architecture.

$$
K = MLP(F_{avg}(X^{(i)}_{encode})) \quad (4)
$$

Then we compute the relationship $C_p \in \mathbb{R}^{n_{pool} \times n_{in}}$ ($p = 1, 2, \ldots, h$) between every batch of centroids $K_p \in \mathbb{R}^{n_{pool} \times d_{encode}}$ ($p = 1, 2, \ldots, h$) and $X^{(i)}_{encode} \in \mathbb{R}^{n_{in} \times d_{encode}}$. We empirically find that a cosine similarity leads to satisfactory pooling performance, as described in equation 5, where a row normalization is deployed in the resulting similarity matrix.

$$
C_p = \text{cosine}(K_p, X^{(i)}_{encode}) \\
C_p = \text{normalize}(C_p) \quad (5)
$$

We finally aggregate the information of $h$ relationship $C_p \in \mathbb{R}^{n_{pool} \times n_{in}}$. In (6), we concatenate $C_p$ ($p = 1, 2, \ldots, h$) and perform a trainable weighted sum $\Gamma_\phi$ to the concatenated matrix, leading to our assignment matrix $C$.

$$
C = \Gamma_\phi \left( \sum_{p=0}^{h} C_p \right) \quad (6)
$$

### Matching

As shown in (7), this part aims to compute similarity based on the interaction of two coarsened graphs. $f_{match}$ takes the two coarsened graphs as input and generates feature vectors $X^{(i)}_{final}$ for respective graph. A cosine similarity is deployed for the similarity score. Finally we compute the Mean Squared Loss between the score and the ground truth
similarity $GT$ for backward update.

\[
X_{\text{final}}^{(i)} = f_{\text{match}} \left( X_{\text{pool}}^{(i)}, A_{\text{pool}}^{(i)}, X_{\text{pool}}^{(j)}, A_{\text{pool}}^{(j)} \right)
\]

\[
\text{Score} = \text{cosine}(X_{\text{final}}^{(1)}, X_{\text{final}}^{(2)})
\]

\[
\text{Loss} = \frac{1}{\text{batchsize}} \sum_{i=1}^{\text{batchsize}} (\text{Score}(i) - GT(i))^2
\]

Several matching mechanisms such as Graph Matching Network (Li et al., 2019) and GSTcCNN (Bai et al., 2018b), can be deployed for $f_{\text{match}}$ and here we give a simple example. As shown in (8), there are three propagators $f_P$ and one aggregator $f_A$ to transform the pooled graphs to respective feature vector.

\[
X_{\text{final}}^{(i)} = f_A \left( f_P \left( X_{\text{pool}}^{(i)}, A_{\text{pool}}^{(i)}, X_{\text{pool}}^{(j)}, A_{\text{pool}}^{(j)} \right) \right)
\]

In the propagators $f_P$, we aggregate both inside features ($I^{(i)}$) and external features ($M^{(i)}$). As shown in (9), we first propagate features inside respective graph with a GAT (Veličković et al., 2017) and add up the features for all the neighbors of every node to form $I^{(i)} \in \mathbb{R}^{n_{\text{pool}} \times d_{\text{pool}}}$.

\[
X_{\text{gat}}^{(i)} = \text{GAT} \left( X^{(i)}, A^{(i)} \right)
\]

\[
I^{(i)}(k) = \sum_{\forall j, A^{(i)}(k,j) = 1} X_{\text{gat}}^{(i)}(j), \quad k = 1, 2, ..., n_{\text{pool}}
\]

As for the inter-attention, we compute $M^{(i)} \in \mathbb{R}^{n_{\text{pool}} \times d_{\text{pool}}}$ with $f_{\text{cross}}$ in (10). First a relationship mask is generated across the graph pair, which involves matrix multiply for the normalized graphs and a softmax activation ($\sigma$). Then we apply the mask to the graph $X^j$ and subtract $X^i$ with the masked $X^j$.

\[
M^{(i)} = f_{\text{cross}} \left( X^{(i)}, X^{(j)} \right)
\]

\[
= X^{(i)} - \sigma \left( \frac{X^{(i)}}{\|X^{(i)}\|_{L2}} \cdot \frac{X^{(j)T}}{\|X^{(j)}\|_{L2}} \right) \cdot X^{(j)}
\]

After the above two steps, we apply $f_{\text{node}}$ to embrace all these features including the original input by concatenating all these features and deploying an MLP on the concatenated matrix.

\[
X^{(i)}_P = f_{\text{node}} \left( X_{\text{pool}}^{(i)}, I^{(i)}, M^{(i)} \right)
\]

\[
= \text{MLP} \left( \|X_{\text{pool}}^{(i)}, I^{(i)}, M^{(i)}\| \right)
\]

As for the aggregator, we use the following module proposed in (Li et al., 2015), where $L_{G}$, $L_{gate}$, and $L$ are simply implemented with Multiple Layer Perceptron and the nonlinear activation $\sigma$ is the softmax function.

\[
X_{\text{final}}^{(i)} = f_A \left( X^{(i)}_P \right)
\]

\[
= L_G \left( \sigma \left( L_{\text{gate}} \left( X^{(i)}_P \right) \right) \right) \cdot L \left( X^{(i)}_P \right)
\]

**Time Complexity Analysis in Graph Similarity Search Problem**

For a pair of input graphs $X^{(1)}_{\text{in}} \in \mathbb{R}^{n_{\text{in}}^{(1)} \times d_{\text{in}}^{(1)}}$ and $X^{(2)}_{\text{in}} \in \mathbb{R}^{n_{\text{in}}^{(2)} \times d_{\text{in}}^{(2)}}$, we can assume that they separately have $m^{(1)}$, $m^{(2)}$ edges and the final embedded feature vectors for both graphs are $X^{(1)}_{\text{final}} \in \mathbb{R}^{d_{\text{final}}^{(1)}}$ and $X^{(2)}_{\text{final}} \in \mathbb{R}^{d_{\text{final}}^{(2)}}$. Then
we can analyse the time complexity over \( n^{(i)}_{in} \), \( m^{(i)} \) and \( d_{final} \). Note that due to the fact that there exists a lot of variance for each model, we here analyse the simplest cases for each category and the real time consumption will be presented later in the Section 4. Table 1 shows the time complexity comparison in similarity search problem.

### Table 1: Time complexity comparison in similarity search problem.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Time Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding models</td>
<td>( O \left( 2 \times m + K \times d_{final} \right) )</td>
</tr>
<tr>
<td>Matching models</td>
<td>( O \left( (2 \times m \times 2 + n \times n + d_{final}) \times K \right) )</td>
</tr>
<tr>
<td>CoSim-GNN</td>
<td>( O \left( 2 \times m + n \times n_{pool} + (2 \times m_{pool} \times 2 + n_{pool} \times n_{pool} + d_{final}) \times K \right) )</td>
</tr>
</tbody>
</table>

**Embedding models**

Considering the simplest case here for embedding models, we only visit every edge once and deploy two computational operational on the two nodes it connect, which contributes to the feature of local topology. Thus the computation complexity for these cases is \( O \left( 2 \times m^{(i)} \right) \), \( i = 1, 2 \).

**Matching models**

Assuming the simplest case here for matching models, we first compute the relationship across \( X_{in}^{(1)} \) and \( X_{in}^{(2)} \). This part involves \( n_{in}^{(1)} \times n_{in}^{(2)} \) computational operations because we have to calculate the connection between every node in \( X_{in}^{(1)} \) to all nodes in \( X_{in}^{(2)} \). Then for each input graph, we also visit every edge once and deploy two computational operational on the two nodes it connect, which also makes contribution to the feature of local topology. Thus the computation complexity for these cases is \( O \left( 2 \times m^{(i)} + n_{in}^{(1)} \times n_{in}^{(2)} \right) \), \( i = 1, 2 \).

**Our framework**

For our framework, we take the denotation in Section 2, that is the number of nodes in coarsened graphs is \( n_{pool} \). In the embedding stage, we similarly have to visit every edge once and compute twice. Then in the pooling part, we make an transformation from \( n_{in}^{(i)} \) dimensional space to \( n_{pool} \) dimensional space, which costs us \( n_{in}^{(i)} \times n_{pool} \) computational operations. Finally in the matching stage, like what have been analysed in the previous section, we need \( 2 \times m_{pool} + n_{pool} \times n_{pool} \), \( i = 1, 2 \) operations. Thus the resulting complexity is \( O \left( 2 \times m^{(i)} + n_{in}^{(i)} \times n_{pool} + 2 \times m_{pool}^{(i)} + n_{pool} \times n_{pool} \right) \), \( i = 1, 2 \).

**Experiments and Results**

**Dataset Information**

In most of the existing graph datasets, such as AIDS and LINUX, the number of nodes is relatively small in each graph. Thus the characteristics of the entire graphs can be easily characterized and there is no need to coarsen the graphs for better similarity computation results. From this point of view, we here use two types of datasets for evaluating the performance of our framework. The first one is relatively large graphs (with 15 or more nodes) in IMDB dataset. The second one is synthetic graphs with more nodes. We randomly divide each dataset to three sub-sets containing 60%, 20% and 20% of all graphs for training, validating and testing.

**Processing IMDB Dataset**

In this paper, we focus on similarity computation of large graphs, so we filter the original IMDB dataset (Yanardag and Vishwanathan 2015) and choose all the graphs that have 15 or more nodes. The new dataset is called IMDB-L.

**Synthetic Dataset Information**

To generate an synthetic dataset, we need to generate graphs and give ground truth similarity for graph pairs. A small number of basic graphs is first generated and then we prune the basic graphs to generate derived graphs with two different categories of pruning rules: Barabási-Albert preferential attachment model (BA model) (Jeong, Néda, and Barabási 2003) and Erdős-Rényi graph (ER model) (Erdős 1959) (Bollobás and Béla 2001). Details about why we adopt this process and how these two models work will be presented in Appendix B. We generate 4 datasets: BA-60, BA-100, BA-200 and ER-100, where the first two characters stand for generation rule and behind is the number of nodes in the basic graphs for that dataset.

As for the ground truth calculation, A* algorithm cannot be used to calculate the ged distance because of the large number of nodes in our dataset. We propose to use the minimum among four evaluation indicators: the three values calculate respectively by HUNGARIAN, VJ, and BEAM and the GED value we obtain while generating the graph. Then we convert this minimum indicator to the similarity score with a normalization of the minimums followed by a exponential function, resulting in a value among \([0, 1]\). The details about the ground truth generation can be found in Appendix C.

**Experiment Settings**

**Evaluation Metrics**

We apply six metrics to evaluate all the models: **TIME**, **Mean Squared Error (MSE)**, **Mean Absolute Error (MAE)**, **Spearman’s Rank Correlation Coefficient (\( \rho \))** (Spearman 1961), **Kendall’s Rank Correlation Coefficient (\( \tau \))** (Kendall 1938) and **Precision at k (p@k)**.
Table 2: Setting of different models in our framework.

<table>
<thead>
<tr>
<th>Model Names</th>
<th>Embedding</th>
<th>Coarsening</th>
<th>Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoSIM-ATT</td>
<td>GIN</td>
<td></td>
<td>OURMATCH</td>
</tr>
<tr>
<td>CoSIM-CNN</td>
<td>GIN</td>
<td>ADAPTIVEPOOL ((t_{pool} = 10))</td>
<td>GSICMCN(Bai et al. 2018b)</td>
</tr>
<tr>
<td>CoSIM-SAG</td>
<td>GIN</td>
<td>SAGPOOL (Lee, Lee, and Kang 2019) ((t_{pool} = 10))</td>
<td>OURMATCH</td>
</tr>
<tr>
<td>CoSIM-TopK</td>
<td>GIN</td>
<td>TOPKPOOL (Gao and Li 2019) ((t_{pool} = 10))</td>
<td>OURMATCH</td>
</tr>
<tr>
<td>CoSIM-MEM</td>
<td>GIN</td>
<td>MEMPOOL (Khasahmadi et al. 2020) ((t_{pool} = 10))</td>
<td>OURMATCH</td>
</tr>
<tr>
<td>CoSIM-GNN10</td>
<td>GIN</td>
<td>ADAPTIVEPOOL ((t_{pool} = 10))</td>
<td>OURMATCH</td>
</tr>
<tr>
<td>CoSIM-GNN1</td>
<td>GIN</td>
<td>ADAPTIVEPOOL ((t_{pool} = 1))</td>
<td>OURMATCH</td>
</tr>
</tbody>
</table>

Table 3: Results for \(MSE\) and \(MAE\) in \(10^{-3}\). The three traditional method are involved in the ground truth computation and thus these values are labeled with superscript \(^*\).

<table>
<thead>
<tr>
<th>Method</th>
<th>BA-60</th>
<th>BA-100</th>
<th>BA-200</th>
<th>ER-100</th>
<th>IMDB-L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>MAE</td>
<td>MSE</td>
<td>MAE</td>
<td>MSE</td>
</tr>
<tr>
<td>HUNGARIAN</td>
<td>186.19*</td>
<td>332.20*</td>
<td>205.38*</td>
<td>343.83*</td>
<td>259.06*</td>
</tr>
<tr>
<td>VJ</td>
<td>258.73*</td>
<td>294.83*</td>
<td>273.94*</td>
<td>404.61*</td>
<td>314.45*</td>
</tr>
<tr>
<td>BEAM</td>
<td>59.14*</td>
<td>129.26*</td>
<td>114.02*</td>
<td>206.76*</td>
<td>186.03*</td>
</tr>
<tr>
<td>GCN-MEAN</td>
<td>5.85</td>
<td>53.92</td>
<td>12.53</td>
<td>90.88</td>
<td>23.66</td>
</tr>
<tr>
<td>GCN-MAX</td>
<td>13.66</td>
<td>91.38</td>
<td>3.14</td>
<td>42.24</td>
<td>22.77</td>
</tr>
<tr>
<td>SIMGNN</td>
<td>8.57</td>
<td>63.80</td>
<td>6.23</td>
<td>47.80</td>
<td>3.06</td>
</tr>
<tr>
<td>GSIMCNN</td>
<td>5.97</td>
<td>56.05</td>
<td>1.86</td>
<td>30.18</td>
<td>2.35</td>
</tr>
<tr>
<td>GMN</td>
<td>2.82</td>
<td>38.38</td>
<td>4.14</td>
<td>34.17</td>
<td>1.16</td>
</tr>
<tr>
<td>CoSIM-CNN</td>
<td>2.50</td>
<td>35.53</td>
<td>1.49</td>
<td>27.20</td>
<td>0.53</td>
</tr>
<tr>
<td>CoSIM-ATT</td>
<td>2.04</td>
<td>33.41</td>
<td>0.97</td>
<td>22.95</td>
<td>0.73</td>
</tr>
<tr>
<td>CoSIM-SAG</td>
<td>3.26</td>
<td>38.85</td>
<td>3.30</td>
<td>33.14</td>
<td>1.91</td>
</tr>
<tr>
<td>CoSIM-TopK</td>
<td>3.44</td>
<td>40.87</td>
<td>1.24</td>
<td>25.61</td>
<td>0.88</td>
</tr>
<tr>
<td>CoSIM-MEM</td>
<td>5.45</td>
<td>48.07</td>
<td>1.11</td>
<td>24.59</td>
<td>0.32</td>
</tr>
<tr>
<td>CoSIM-GNN10</td>
<td>2.04</td>
<td>33.04</td>
<td>1.01</td>
<td>23.53</td>
<td>0.40</td>
</tr>
<tr>
<td>CoSIM-GNN1</td>
<td>1.84</td>
<td>32.36</td>
<td>0.95</td>
<td>22.06</td>
<td>0.36</td>
</tr>
</tbody>
</table>

is the least average time a model need to compute similarity over one graph pair with the strategy similar to what we discuss in Section 3. \(MSE\) and \(MAE\) measure the average squared/absolute difference between the predicted similarities and the ground-truth similarities. Details and results about \(\tau, \rho\) and \(p@k\) will be shown in the appendix A.

Baseline There are three types of baselines. The first category consists of traditional methods for GED computation, where we include \(A^*\)-Beamsearch (Beam) (Neuhaus, Riesen, and Bunke 2006), Hungarian (Kuhn 1955) (Riesen and Bunke 2009), and VJ (Jonker and Volgenant 1987) (Fankhauser, Riesen, and Bunke 2011). Beam is one of the variants of \(A^*\) algorithm and its time complexity is sub-exponential. Hungarian based on the Hungarian Algorithm for bipartite graph matching, and VJ based on the Volgenant and Jonker algorithm, are two algorithms in cubic-time. The second category is made up of embedding models, including GCN-Mean and GCN-Max (Defferrard, Bresson, and Vandergheynst 2016). This category consists of matching models and we here involve GMN (Li et al. 2019) and two matching-based models: SimGNN (Bai et al. 2018a) and GSIMCNN (Bai et al. 2018b).

Setting in Our Proposed Framework We provide experiments on seven kinds of variants of our framework to demonstrate its scalability and the effectiveness of Adaptive Pooling. The names and settings of these seven variants are shown in Table 2. The parameters in our framework are as below: \(k = 3, r_{encode} = 64\) (same in baselines), \(h = 5, m = 5, l_{inx} = 2, l_{node} = 2, \) batchsize = 128 (same in baselines).

We train models for 2000 iterations for BA datasets, 5000 iterations for IMDB-L and 10000 iterations on ER. The model that performs the best on validation sets is selected for testing. All experiments are conducted on the same device and details about this device are presented in appendix D.

Results and Analysis

Effectiveness and Efficiency Statistic results are shown respectively in Table 3 and 4. For better understanding the results, we highlight best \(MSE\) and \(MAE\) results among all the models in Table 3 and highlight the least time consumption respectively among the four different categories (traditional methods, embedding models, matching models and our proposed models) in Table 4. It is shown in the statistic that models in our framework outperform matching models in every dataset and our proposed pooling layer achieves the best performance among all the tested pooling method. Here we emphasize three aspects. Firstly, it can be found
that for all the datasets, our framework outperforms all the traditional methods, embedding models and matching models on both MSE and DEV. Secondly, it is shown that our 

CoSim-GNN runs faster than any matching model. When we take comparisons among BA datasets, it is clear that our time consumption keeps low as the node number increases and the gaps on time consumption between our models and matching models keep increasing. Especially when we look at CoSim-GNN and GMN, our model requires \( \frac{1}{5} \) and \( \frac{1}{7} \) as the time consumption of GMN respectively on BA-100, BA-200, ER-100 and IMDB-L. Thirdly, when we look at the results among all the models under our framework, it can be found that in four out of the all 5 datasets, our pooling layer performs better than all other pooling layers, which demonstrates the effectiveness of our proposed pooling layer.

Generalization  Sometimes, due to the limitation of computing resources, we may not be able to train models on very large graph datasets (graphs that have thousands of nodes) efficiently. Therefore, it’s interesting and meaningful to explore whether our model can be efficiently trained on small graph dataset and then be effectively applied to infer similarity on large graph pairs.

In this paper, we derive two sub-networks from the academic network of AMiner \(^1\). The first sub-network includes

\(^1\)https://aminer.org/aminernetwork

---

Table 4: Results for average time consumption on one pair of graphs in milliseconds.

<table>
<thead>
<tr>
<th>Method</th>
<th>BA-60</th>
<th>BA-100</th>
<th>BA-200</th>
<th>ER-100</th>
<th>IMDB-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>HUNGARIAN</td>
<td>&gt;100</td>
<td>&gt;100</td>
<td>&gt;100</td>
<td>&gt;100</td>
<td>&gt;100</td>
</tr>
<tr>
<td>VJ</td>
<td>&gt;100</td>
<td>&gt;100</td>
<td>&gt;100</td>
<td>&gt;100</td>
<td>&gt;100</td>
</tr>
<tr>
<td>BEAM</td>
<td>&gt;100</td>
<td>&gt;100</td>
<td>&gt;100</td>
<td>&gt;100</td>
<td>&gt;100</td>
</tr>
<tr>
<td>GCN-MAX</td>
<td>1.32</td>
<td>1.46</td>
<td>1.85</td>
<td>1.49</td>
<td>1.58</td>
</tr>
<tr>
<td>SIMGNN</td>
<td>2.92</td>
<td>3.24</td>
<td>5.26</td>
<td>3.46</td>
<td>4.34</td>
</tr>
<tr>
<td>GSimCNN</td>
<td>2.07</td>
<td>2.73</td>
<td>5.16</td>
<td>2.86</td>
<td>3.16</td>
</tr>
<tr>
<td>GMN</td>
<td>5.77</td>
<td>9.36</td>
<td>28.57</td>
<td>10.00</td>
<td>9.89</td>
</tr>
<tr>
<td>CoSim-CNN</td>
<td>1.99</td>
<td>2.16</td>
<td>2.67</td>
<td>2.19</td>
<td>2.21</td>
</tr>
<tr>
<td>CoSim-ATT</td>
<td>1.85</td>
<td>2.02</td>
<td>2.34</td>
<td>1.99</td>
<td>2.12</td>
</tr>
<tr>
<td>CoSim-SAG</td>
<td>2.18</td>
<td>2.59</td>
<td>3.97</td>
<td>2.65</td>
<td>2.33</td>
</tr>
<tr>
<td>CoSim-TopK</td>
<td>2.08</td>
<td>2.28</td>
<td>2.51</td>
<td>2.28</td>
<td>2.83</td>
</tr>
<tr>
<td>CoSim-MEM</td>
<td>3.30</td>
<td>3.56</td>
<td>3.95</td>
<td>3.50</td>
<td>3.58</td>
</tr>
<tr>
<td>CoSim-GNN10</td>
<td>3.29</td>
<td>3.51</td>
<td>4.03</td>
<td>3.63</td>
<td>3.09</td>
</tr>
<tr>
<td>CoSim-GNN1</td>
<td>1.83</td>
<td>2.01</td>
<td>2.31</td>
<td>1.97</td>
<td>2.08</td>
</tr>
</tbody>
</table>

Table 5: Results on Aminer dataset to show models’ generalization ability. MSE and MAE are in \(10^{-3}\) and time is in second.

<table>
<thead>
<tr>
<th>Method</th>
<th>GCN-MAX</th>
<th>GCN-MEAN</th>
<th>GSIMCNN</th>
<th>CoSim-GNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>7.76</td>
<td>8.43</td>
<td>48.37</td>
<td>3.64</td>
</tr>
<tr>
<td>MAE</td>
<td>59.79</td>
<td>73.45</td>
<td>176.44</td>
<td>50.37</td>
</tr>
<tr>
<td>Time</td>
<td>6.72</td>
<td>6.96</td>
<td>32.00</td>
<td>6.46</td>
</tr>
</tbody>
</table>

Table 6: Ablation study in matching part.

<table>
<thead>
<tr>
<th>Method</th>
<th>X&amp;I&amp;M</th>
<th>X&amp;M</th>
<th>M</th>
<th>X&amp;I</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.95</td>
<td>1.02</td>
<td>1.11</td>
<td>2.56</td>
</tr>
<tr>
<td>MAE</td>
<td>22.06</td>
<td>23.49</td>
<td>23.76</td>
<td>38.19</td>
</tr>
</tbody>
</table>

Table 7: Accuracy on classification task in %.

<table>
<thead>
<tr>
<th>Method</th>
<th>BA60</th>
<th>BA100</th>
<th>BA200</th>
<th>OpenSSL</th>
<th>COIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>92.56</td>
<td>91.43</td>
<td>91.38</td>
<td>78.93</td>
<td>73.94</td>
</tr>
<tr>
<td>MAE</td>
<td>93.78</td>
<td>98.75</td>
<td>98.94</td>
<td>89.50</td>
<td>80.44</td>
</tr>
<tr>
<td>CoSim-Mem</td>
<td>93.22</td>
<td>95.00</td>
<td>99.63</td>
<td>90.45</td>
<td>83.85</td>
</tr>
<tr>
<td>CoSim-GNN</td>
<td>97.50</td>
<td>99.38</td>
<td>99.75</td>
<td>94.66</td>
<td>88.30</td>
</tr>
</tbody>
</table>

1,397 authors and 1446 edges representing the coauthor relationship and the second sub-network includes 1324 papers and 1977 edges representing the citation relationship. We use these two as the basic graphs, and then use the previously mentioned trimming method (the trimming steps are 10, 20, ..., 100), to get 198 trimming graphs, which with the two basic graphs constitute our Aminer dataset. Experimental results are in Table 5. In our experiments, GMN (Li et al. 2019) can not be deployed to this dataset even with a 32GB RAM (error in memory overflow). It is found that CoSim-GNN outperform the other techniques in both MSE and MAE on the different dataset where graphs have much more nodes. Also the time consumption of CoSim-GNN is even lower than embedding models. This results are very promising in many other application including analysis on social network and very large biological molecular.

Ablation Study

We conduct an ablation study on BA-100 dataset to validate the key components that contribute to the improvement of our CoSim-GNN.

We focus on equation (11) and select different combination of X, I and M in the concatenation operation. Results are shown in Table 6. We can see that after removing X or I or M from CoSim-GNN, the performance will drop, which proves that all modules are useful for similarity computation. What’s more, it can be seen that if M is removed from the framework, the performance will drop the most. The conclusion here is that all the modules contributed to the framework and the main contribution is brought by M with the across graph inter-attention.

Graph Pair Classification

We conduct similarity classification experiments (classify graph pairs to “similar” or “dissimilar”) on the four synthetic datasets we generate and two real benchmark datasets: OpenSSL (Xu et al. 2017) and COIL-DEL (COIL (Riesen and Bunke 2008)). In Table 7, it can be found that “CoSim” models achieve the best performance on both synthetic and
real datasets in classification task. Experiments also show that more pooling layers lead to better GED regression performance only when the node numbers of graphs are large, i.e. on the BA200 dataset, and here we only use one coarsening layer for all graph classification tasks.

**Conclusion**

In this paper, we propose CoSIM-GNN for large graphs similarity computation, including three stages: encoding, coarsening and matching. Noticing that the generation of pooled centroids does not rely on the input graphs among current state-of-art pooling methods, we provide a novel pooling method ADAPTIVE POOLING. Thorough experiments are conducted on various baselines, datasets and evaluation metrics to demonstrate the scalability, effectiveness and efficiency of CoSIM-GNN as well as the effectiveness of ADAPTIVE POOLING. CoSIM-GNN opens up the door for learning large graph similarity and the future focus will be on more efficient pooling and matching mechanisms, which are able to improve the large graph similarity regression and classification in this novel framework.
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